
Lecture 07
Gradient Descent
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• Think about gradient descent as repeatedly going downhill.

• The negative gradient is going in the direction that decreases the optimization
criterion.

• Thus, we will stop at some point close to the minimum solution independent on
the starting point. This is valid only for convex functions.

• In non-convex functions, depending on the starting point different local
minima could be achieved.
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𝑓 𝑥+ = 𝑓 𝑥 − 𝑡𝛻𝑓 𝑥

≥ 𝑓 𝑥 + 𝛻𝑓(𝑥) 𝑇 𝑥 − 𝑡𝛻𝑓 𝑥 − 𝑥
= 𝑓 𝑥 − 𝑡 𝛻𝑓 𝑥 2

2.
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Appendix
Some notes from multi-variate calculus
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• A Lipschitz continuous function is limited in how fast it can change:

 there exists a definite real number such that,

 for every pair of points on the graph of this function,

 the absolute value of the slope of the line connecting them is not greater than this

real number.

 this bound is called a Lipschitz constant of the function.

 For instance, every function that has bounded first derivatives is Lipschitz.

Lipschitz continuity
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Proof of Quadratic Upper Bound
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Proof of Quadratic Upper Bound
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Proof of Quadratic Upper Bound


